
 Copyright © 2019 SingulariytNET Foundation 1

Programmatic 
Link Grammar Induction
for Unsupervised Language Learning

Presenters: Ben Goertzel, Anton Kolonin
ben@singularitynet.io anton@singularitynet.io

https://singularitynet.io
OpenCog
https://opencog.org/

Alex Glushchenko, Andres Suarez, Anton Kolonin,
Ben Goertzel, Matt Iklé, Sergey Shalyapin, Oleg Baskov

http://www.hansonrobotics.com/

mailto:ben@singularitynet.io
https://singularitynet.io/
https://opencog.org/
http://www.hansonrobotics.com/


 Copyright © 2019 SingulariytNET Foundation 2

PRONOUN ARTICLE
NOUNVERB

Grammar Learning from Scratch
 - Programmatically



 Copyright © 2019 SingulariytNET Foundation 3

Language Learning Environment
Intelligent
System

Grammar
Ontology

Learning

Generation

ComprehensionSocial
environment

Perception

Expression

Supervision

Experiential feedback

Self-reinforcement



 Copyright © 2019 SingulariytNET Foundation 4

Project goal and applications
● Grammar learning from scratch -
programmatically

● Grammar extension/customization for
specific domains

● Building dictionaries and patterns for NLP
applications

● Parsing texts for NLP applications
● Grammar checking (more than spell
checking)
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Constraints of the currently 
explored approach

● Controlled corpora
● Using Link Grammar formalism
● Relying on MST parses
● No account for morphology
● Self-reinforcement with F1 on parses
● Test against training data
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Text Parsing for Link Grammar
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Link Grammar Learner Pipeline
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Corpora in Use

● POC-English – Proof-of-Concept corpus made of artificially selected sentences on limited
number of topics (“small world”). 

● Child Directed Speech (CDS) – corpus obtained from subsets of the CHILDES corpus – a
collection of English communications directed to children with limited lexicon and grammar
complexity 
(https://childes.talkbank.org/derived/)

● compendium of books for children contained within Project Gutenberg 
(https://www.gutenberg.org), following the selection used for the Children’s Book Test of
the Babi CBT corpus (https://research.fb.com/down-loads/babi/)

https://childes.talkbank.org/derived/
https://www.gutenberg.org/
https://research.fb.com/down-loads/babi/
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Grammar Ontology from Parses
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F1 Results Across the Corpora
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F1 Results Across the Parsers
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Conclusions and Next Steps
●  Grammars can be induced from parses 
●  Better parses => better grammars
(Pearson between F1 on parses and F1 on
grammar ≥ 0.9)

●  MST-Parsing can’t get better than
“sequential” (“linked list”) parsing

●  Curriculum learning is a next try for:
●  Parses better than “sequential”

●  Better grammars for larger corpora   
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